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Some Summation Formulas for the Series 3F2 (1) 

By J. L. Lavoie 

Abstract. Summation formulas, contiguous to Watson's and Whipple's theorems in the theory 
of the generalized hypergeometric series, are obtained. Certain limiting cases of these results 
are given. 

1. Two Results Contiguous to Watson's Theorem. The two following summation 
formulas for series 3F2(1) are useful, interesting, easily established, and probably 
new. They are 

3F2( '(a + b + l;, 2c - I 

2a+bF(la + kb + y)F(c- {)F(c - la - lb - 2) 

(1) F( )F(a + 1)F(b + 1) 

X; rF(a + I)F(+b + 1) abF(la + {)F(4b + 4) 
(c - la - )(c- lb - 2) 4F(c-'a)F(c-lb) If 

R(2c - a - b) > 1, 

and 

2-(a + b + 1), 2c + 1 

b2a F(a + Cb + )F(c + +)F(c - 'a - 'b + 

(2) FQa)l(a + 1)F(b + 1) 
F(')F~~~~~~~~~~~~~~~~~a + I)F~~~~~~~~~~~~~~~~~~~~~b + 

1)~~~~~4'c a+ )~ 
X F(ta + I) F(b + 1) abF(Ia + ')F(+b +2) 

F (c - 'a + ')F(c - lib + 2) 4F(c - 'a + I) F(c - fib +1)i 

R(2c - a - b) > -3. 
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They are thus seen to be contiguous to Watson's theorem [1, p. 16, 3.3.1], 

3 2 !(a+b+1), 2c1) 

F(')F(la + lb + Sl)F(c + ')F(c - la - i-b + 1) 

F(la + 4)F(+b + +)F(c - 'a + {)F(c - 2b + 1)' 

R(2c - a - b) > -1. 

Proofs. It is just a simple exercise to show that the left-hand side reduces to the 
right-hand side in the following relation involving three 3F2: 

3 F2ba+1), 2c 1 /3F a, b,c- 
3F2(a + b 2C - I 3F2( '(a + b + 1), 2c - 2 

ab 3 a+1, b+1, c\ 
(a + b + 1)(2c-1) !(a + b + 3), 2c1. 

But two of these 3F2 can be evaluated by Watson's theorem, and (1) is obtained 
when we make use of various familiar identities relating to the F-functions. 

In exactly the same way, (2) is obtained from the relation 

(a b? ;, c + I) ~3F2( a, b, 2c1 F2 f + b'+ 1), 2 + I -'(a +'b 
+'()b 2) 

ab) F a+1, b+1, c+ I 

(a + b + 1)(2c + I1) 3 2\ '(a + b + 3), 2c + 2 

2. Two Results Closely Related to Whipple's Theorem. Formulas (1) and (2) lead, 
respectively, to the two summation formulas: 

3F2( e: ti) 

F(e)TF(f) 
(3) 22alF(e - a)F(f- a) 

. V(e - a)]F L(f- a)] FL1(e - a + i)]F[(fj- a + 1)] 
[(e - b)]r[2(f- b)] F [(e - b + 1)]F[ (f- b + 1)] ' 

provided the parameters satisfy the conditions a + b = 0 and e + f = 1 + 2c with 
R(c)> -1, and 

3F0 e, f| 

F(e)F(f) 

22a-'(a- 1)(c - I)F(e - a)F(f- a) 

[(e - a)]F[+(f- a)] _ F[{(e-a + 1)]F[{(f- a + 1)] 
p d a [(e - b)]e[1(f - b2 c [-(e - b + 1)]F[ (f- b + 1)]. 

provide a + h = 2 and e + f = I + 2c with R(c) > 1. 
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These results are thus closely related to Whipple's theorem [1, p. 16, 3.4.1]: 

3 F2 a, e, >c 1 

gF(e)F(f) 

22<-lr[ (e + a)]F['(f + a)] FL(e + b)]F[2(f + b)] 

where a + b = land e + f = 1 + 2c with R(c) > 0. 
Proofs. Consider the following familiar transformation [1, p. 14]: 

a, b, c F aF(e)+ b)F(s+c) 
e 

? 
- 

, f-a,s 
(5) F( a, 

I 
F(a)F(s + b)F(s aS + b, s + c 

where s = e + f - a - b - c. As is shown on page 16 of [1], Watson's theorem can 
be used to sum the series on the right of (5), provided that a + b = 1 and 
e + f = 1 + 2c, and Whipple's theorem is obtained. Similarly, when a + b = 0 and 
e + f = 1 + 2c, and when a + b = 2 and e + f = 1 + 2c, (1) and (2) can be used 
to evaluate the 3F2(1) on the right of (5), thus yielding (3) and (4), respectively. 

3. Some Limiting Cases. If the parameters are such that the 3F2(1) in 

(6) F( 1 a, I i I 1+ c, ef / Ia, b, c 
! + e I +f, 2 = abc 3 2 e, f1) 1) 

can be summed by (2), then letting c 0 and using L'Hospital's rule yields, with 
R(a + b) < 3, 

4F3 
1 a, I +bi 1, 1lI 

(a + b + b 3), 2, 21 

(7) ((1) + ( a - lb) - (l - a) - (l - b) 

+ cosgT(a -b)/2 (ip(1- a)?+ (-I b) 
2cosgT(a +b)/2 2- 

- a) - -b)) 

If the parameters are such that the 3F2(1) in (6) can be evaluated by (3), then a 
formula resembling (7) is obtained when c -O 0. The result is given in [4, (2)]. 

The three following special cases are similarly derived when the 3F2 in (6) is 
summed by (1), or by (2), or by Watson's theorem. Letting b > 0, we get 

I + a, I + c, 1, l 

4j 3(a + 3), 2 c, 21 

(a + 1)(2c - 1) { lP(la + ) )-4}() ?4(c - )-A(c - 'a - 

4ac 2 2 2 2 2 2 

F(I)F( la + 3)F(c - la- +)F(c + 1) + 
21(4a + I) F(c - 1)a)F(c + 1) 

, R2 )>1 
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or 

J 
1 a, 1+c, , |1 

2'~t(a +3), 2 +2c, 21 

- (a + 1)(2c + 1) la + 2) - 7( 2) + 7(C + 2) - 7(C - la + 2 4ac2 2 222 

F(+)F(+a + 3)F(c - la + 1)F(c + 3) 
l(+a + 1)F(c - la + I)F(c + ) R(2c - a) > -3, 

or 

(a + 3), 1 + 2c, 2 

- a2 { ('a + 2)- -(2) + 4(c + 2) -4(c- a + 2)}, 

R(2c - a)> -1. 
A further result of a similar nature can be obtained by using (4) on the right of 

(6). After letting a 0, we find that 

3 
l+ C 3, 1, I Ii I + e, +, 2 

= _ef 
___ _ (e- 1)(f- 1)-(c-i) 

2(c- 1)W 2c 

x[p(le + I) - l(2e) + p( f ) - + 
with = 1 + 2c - e, R(c) > 1. 

If (3) is used on the right of (6) and a -O 0, then [4, (3)] is obtained. Similarly, 
letting a -* 1 in (4), or using Whipple's theorem in (6) and letting a -O 0, yields [4, 
(1)]. This last formula is, essentially, a result given by Watson in 1917, [6, p. 245] or 
[1, p. 98, Example 9]. 

Incidentally, consider the formula 

3F2 
I , + a, a + b l 3F2( 1+b, 1+a+b11) 

(8) b(b + a) {(b + a) (+a)+b - a) 

R(b - a) > 0, 
which appears to have been first explicitly stated by Hardy [2, (8.4)], where the series 
is not written in hypergeometric form. After a change of variables, this can be 
transformed, by (5), into the following companion formula to Watson's result: 

3 12 
- L, V?/P+ 1L, P?+ 1) 

2v + 1, v + 32 

(9) F(2v + 2) 
(2,u - 1)F(v + I) F( + v - I) 
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Although obtained by a different technique, this is essentially the last formula given 
in [4]. 

Finally, letting c -o o in (3) and (4) yields 
(10) H a, -a F(e) /F[(c- a)] + 

2[(- 
) 

(0) 2 1 ( e 2) 
2a+lF(e -a) F [(e + a)] +F[(e + a +1)]) 

and 

2F1 ( e a 2 a) 

_____ J 1i(e) ?(e - 
a)] F[2(e - a +1)] 

2a-1(a - I)F(e - a) [F[2(e + a - 2)] F[C(e + a - 
These are closely related to Kummer's formula [3, p. 134]: 

F1(a, 1-a la_ _____(_e)F(_+ le) 
2 It e F2 (le + la) F(I + le- la) 

obtained by letting c -s o in Whipple's theorem. A very simple way of obtaining 
these special cases directly is to use the contiguous function relations for the 2F1. 
They are given explicitly by Rainville [5, p. 71, Exercises 21], and it is easily verified 
that 

Fta -all 
a, I a 1- il F a + 1, -a il 

and 

F( a, 2- a) 
a +e F( a1 a ) a _ + e F( a + 1, -a i) 

The formulas (10) and (11) are obtained when the series on the right are summed by 
Kummer's theorem. 

I am indebted to the referee for pointing out that from Legendre's complete 
elliptic integrals 

K(k) = F k E(k) = i2FI( -' l jk2j < 1, 

we obtain, from (10) and (11), that 

E(2- 1/2) 4 [r + 77 32 - iK(2- 1/2) + 
E~~2') 8 7T1/2 

[ 2 4K(2- 1/2) 
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